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Abstract: Image process is one among most growing analysis space these days and currently it's greatly 

integrated with the medical and biotechnology field. Image process will be used to analyze different medical 

and MRI pictures to induce the abnormality within the image. In medical image processing, medical images are 

corrupted by different type of noises. It is very important to obtain precise images to facilitate accurate 

observations for the given application. Removing of noise from medical images is now a very challenging issue 

in the field of medical image processing. Most well known noise reduction methods, which are usually based on 
the local statistics of a medical image, are not efficient for medical image noise reduction. This paper presents 

an efficient and simple method for noise reduction from medical images and experimental results are also 

compared with the other three image filtering algorithms. The quality of the output images is measured by the 

statistical quantity measures: peak signal-to-noise ratio (PSNR), signal-to-noise ratio (SNR) and root mean 

square error (RMSE) proposes associate economical K-means clump algorithm underneath Morphological 

Image process (MIP). Medical Image segmentation deals with segmentation of tumour in CT and MR pictures 

for improved quality in diagnosis. It is an important method and a difficult drawback because of noise presence 

in input pictures throughout image analysis. It's required for applications involving estimation of the boundary 

of associate object, classification of tissue abnormalities, form analysis, contour detection. Segmentation 

determines because the method of dividing associate image into disjoint consistent regions of a medical image. 

The amount of resources needed to explain massive set of information is simplified and is chosen for tissue 
segmentation. In our paper, this segmentation is administrated victimization K-means clump algorithm for 

higher performance. This enhances the growth boundaries more and is extremely fast in comparison to several 

other clustering algorithms. This paper produces the reliable results that area unit less sensitive to error. 

Keywords: Magnetic resonance image, Morphological Image processing, Image segmentation, K-means, 

Morphological operations, Fuzzy, PSNR, RMSE. 

 

I. Introduction 
The impact and effect of computerized pictures on modem society is colossal, and picture preparing is 

currently a discriminating part in science and engineering. The quick advancement in mechanized medicinal 

picture reproduction, and the related improvements in examination techniques and machine helped finding, has 
moved restorative imaging into a standout amongst the most imperative sub-fields in experimental imaging. 

Imaging is a fundamental part of therapeutic science to envision the anatomical structures of the human body. A 

few new intricate medicinal imaging modalities, for example, X-beam, magnetic resonance imaging (MRl), and 

ultrasound, firmly rely on upon machine innovation to produce or showcase computerized pictures. With 

machine methods, multidimensional advanced pictures of physiological structures could be prepared and 

controlled to help picture shrouded symptomatic gimmicks that are overall troublesome or difficult to 

distinguish utilizing planar imaging routines. Picture division may be characterized as a method, which 

segments a given picture into a limited number of nonoverlapping areas concerning a few qualities, for example, 

ash esteem dispersion, and composition. Division of therapeutic pictures is needed for some restorative 

judgments like radiation treatment, arranging volume visualization of districts of enthusiasm (RoI) defining 

limit of mind tumour and intra cerebral cerebrum discharge, and so on. Numerous methodologies are focused 
around fluffy rationale means and Neural Networks (NN) appropriation, and so forth. 

Fundamentally, picture division techniques might be arranged into three classes: edge-based strategies, 

locale based routines and pixel-based systems. K-means grouping is a key strategy in pixel-based systems. In 

which pixel-built strategies situated in light of K-means bunching are straightforward and the computational 

intricacy is moderately low contrasted and other locale based or edge-based routines, the application is more 

practicable. Besides, K-means bunching is suitable for biomedical picture division as the amount of groups is 

typically known for pictures of specific districts of the human life structures. It is an unsupervised grouping 

calculation that orders the data information focuses into different classes focused around their natural separation 
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from one another. This paper proposes programmed system to discover attributes of Tumour and Cancer cells 

utilizing Morphological method. It is an instrument to concentrate our locale of enthusiasm among the picture. 

 

II. Methodology 
Bunching is one of the generally utilized picture division methods which characterize designs in such a 

route, to the point that specimens of the same gathering are more like each other than examples fitting in with 

distinctive gatherings. The procedure of sorting out items into gatherings those parts are comparative somehow, 

therefore an accumulation is subsequently a gathering of articles which are comparable in the middle of them 

and are not at all like the items having a place with different bunches. 

 

A. Image Noise 

Image noise is the random variation of brightness or colour information in images produced by the 
sensor and circuitry of a scanner or digital camera. Image noise can also originate in film grain and in the 

unavoidable shot noise of an ideal photon detector .Image noise is generally regarded as an undesirable by-

product of image capture. Although these unwanted fluctuations became known as "noise" by analogy with 

unwanted sound they are inaudible and such as dithering. The types of Noise are following:- 

1. Gaussian noise  

2. Salt-and-pepper noise  

3. Shot noise(Poisson noise)  

4. Speckle noise  

 

Noise Filtering 

i) Removing Noise by Linear Filtering 
We can use linear filtering to remove certain types of noise. Certain filters, such as averaging or 

Gaussian filters, are appropriate for this purpose. For example, an averaging filter is useful for removing grain 

noise from a photograph. Because each pixel gets set to the average of the pixels in its neighbourhood, local 

variations caused by grain are reduced. 

 

ii) Removing Noise by Median Filtering 

Median filtering is similar to using an averaging filter, in that each output pixel is set to an average of 

the pixel values in the neighbourhood of the corresponding input pixel. However, with median filtering, the 

value of an output pixel is determined by the median of the neighbourhood pixels, rather than the mean. The 

median is much less sensitive than the mean to extreme values (called outliers). Median filtering is therefore 

better able to remove these outliers without reducing the sharpness of the image. The medfilt2 function 

implements median filtering. 
 

iii) Removing Noise by Adaptive Filtering 

The wiener2 function applies a Wiener filter (a type of linear filter) to an image adaptively, tailoring 

itself to the local image variance. Where the variance is large, wiener2 performs little smoothing. Where the 

variance is small, wiener2 performs more smoothing. This approach often produces better results than linear 

filtering. The adaptive filter is more selective than a comparable linear filter, preserving edges and other high-

frequency parts of an image. In addition, there are no design tasks; the wiener2 function handles all preliminary 

computations and implements the filter for an input image. wiener2, however, does require more computation 

time than linear filtering.wiener2 works best when the noise is constant-power ("white") additive noise, such as 

Gaussian noise 

 

B. Image Enhancement 

Picture improvement is a methodology essentially concentrates on transforming a picture in such a path, 

to the point that the handled picture is more suitable than the first one for the particular application. The saying 

"particular" has centrality. Different terms, for example, picture handling are frequently utilized as equivalent 

words, alongside those, for example, picture reclamation and picture control, and get all expressions, for 

example, photograph altering are presently broadly utilized as a part of the a steadily developing cutting edge 

loop of shopper advanced imaging. At the same time all these and other regular terms are oftentimes utilized 

reciprocally, and mean very diverse things in distinctive settings.  The point of picture upgrade is to enhance the 

interpretability or impression of data in pictures for human viewers, or to give `better' information for other 

mechanized picture handling methods. 

Image enhancement techniques can be divided into two broad categories: 

1.    Spatial domain methods, which operate directly on pixels,  
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2.    frequency domain methods, which operate on the Fourier transform of an image.   Lamentably, there is no 

general hypothesis for figuring out what is `good' picture improvement regarding human observation. On the off 

chance that it looks great, it is great! Then again, when picture upgrade methods are utilized as pre processing 
instruments for other picture transforming strategies, then quantitative measures can figure out which 

procedures are generally suitable. 

 

C. Morphological Operations 

Morphological handling is constructed with operations on sets of pixels.  Binary morphology uses 

solely set membership and is indifferent to the worth, like grey level or colour, of a pixel. It depends on the 

ordering of pixels in a picture and plenty of times is applied to binary and grey scale pictures. Through 

processes like erosion, dilation, gap and shutting, Binary pictures are often changed to the user's specifications. 

Binary pictures area unit pictures whose pixels have solely 2 attainable intensity values. they're unremarkably 

displayed as black and white. Numerically, the 2 values area unit typically zero for black, and either one or 255 

for white.  Binary pictures area unit typically made by thresholding a grey scale or colour image so as to 
separate Associate in Nursing object within the image from the background. the colour of the article (usually 

white) is remarked because the foreground colour. the remainder (usually black) is remarked because the 

background colour. 

 

D. Morphological Operators 

After changing the image within the binary format some morphological operations are applied on the 

reborn binary image. The aim of the morphological operators is to separate the tumour a part of the image. The 

portion of the tumour within the image is visible as white color that has the best intensity then alternative 

regions of the image. A number of the commands utilized in the morphing are strel that is employed for making 

morphological structuring component, imerode that is employed to erode or shrink a picture and imdilate that is 

employed to for dilating i.e. increasing a picture. After segmentation and thresholding some percent of noise are 

going to be there, so as to get rid of this noise two vital morphological operations are used: opening and closing. 

 
Fig. 1 Proposed Method 

In the detailed level Design, the details and flow chart of each module has been described in depth. This mainly 

involves module specification such as 

1. Image Acquisition  

2. Image denoising 

3. Image Enhancement  

4. Morphological Operations  

5. K-means Clustering  

6. Fuzzy C-Means Clustering  

7. Performance Analysis  

 

III. Proposed algorithm 
Segmentation refers to the method of partitioning a digital image into multiple segments. Image 

segmentation is usually wont to find objects and bounds in image. Image segmentation can even be thought-

about as a method of distribution a label to each pel in a picture such pixels with constant label share bound 

visual characteristics. It can even be outlined as a method that partitions a given image into a finite range of non 

overlapping regions with relevancy some characteristics, like grey worth distribution, texture. Segmentation 

subdivides a picture into its constituent region or objects. the amount of detail to that the subdivision is carried 
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depends on the matter being resolved. Most of the segmentation algorithms depend upon one in every of two 

basic properties of intensity values: separation and similarity. With in the first class the approach is to partition a 

picture supported abrupt changes in intensity, like edges. The second class approaches  relies on partitioning a 
picture into regions that are similar per a group of predefined criteria. During this project second approach is 

employed. 

 

A. K-means based Segmentation  

The k-means algorithm is an iterative technique that is used to partition an image into K clusters. The 

basic algorithm is:  

1. Pick K cluster centers, either randomly or based on some heuristic  

2. Assign each pixel in the image to the cluster that minimizes the distance between the pixel and the cluster 

centre  

3. Re-compute the cluster centers by averaging all of the pixels in the cluster  

4. Repeat steps 2 and 3 until convergence is attained (e.g. no pixels change clusters)  
The k-means method is the simplest methods in unsupervised classification. The clustering algorithms 

do not require training dada. k-means clustering is an iterative procedure. In this case, distance is the squared or 

absolute difference between a pixel and a cluster centre. The difference is typically based on pixel color, 

intensity, texture, and location, or a weighted combination of these factors. k can be selected manually, 

randomly, or by a heuristic. This algorithm is guaranteed to converge, but it may not return the optimal solution. 

The quality of the solution depends on the initial set of clusters and the value of k. 

 
Fig. 2 Proposed Algorithm 

 

B. Fuzzy C-Means Algorithm  

Data clump may be a processing strategy that aims to arrange a set of information points (hereby 
merely known as points) into teams. Historically, the info set is partitioned off in order that every purpose 

belongs to at least one and only 1 cluster. However, unless the info is extremely clustered, it's typically the case 

that some points don't fully belong to anyone cluster. With the arrival of Fuzzy clump, these points can be 

allotted a collection of membership degrees related to every cluster rather than unnaturally classification system 

it as happiness to only 1. the degree of literature offered on fuzzy clump is immense; a general review of the 

literature is outside the scope of this paper. the ever-present Fuzzy C-Means clump algorithmic rule.  

Fuzzy C-Means, conjointly called Fuzzy K-Means and Fuzzy ISODATA, is one among the oldest and 

most present fuzzy clump algorithms. FCM may be a generalization of the K-Means clump algorithmic rule, 

that may be a easy and wide used methodology for locating crisp clusters.  

 

IV. Results And Discussion 
Input to the system would be the both CT and MRI Images of brain. To test our proposed method we 

took a magnetic resonance imaging (MRI) image of human brain. The human brain MRI image suffers from 

noise. Result from the experiment using the proposed noise removal method is presented. 

De-noised all noisy images by all filters and conclude from the results that: 

(a)The performance of the Wiener Filter after de-noising for all Speckle, Poisson and Gaussian noise is better 

than Mean filter and Median filter. 
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(b)The performance of the Median filter after de-noising for all Salt & Pepper noise is better than Mean filter 

and Wiener filter 

 
Fig 3. Comparison of filters for Gaussian noise image 

 
Gaussian noise PSNR(dB) MSE 

Linear filter 12.45 5919.3 

Median filter 23.94 264.78 

Adaptive filter 27.9 132.77 

Table1. Comparision of PSNR &MSE for different filters 

 

 
Fig 4. Comparison of filters for poisson noise image 

  

 

 

 

Table2. Comparision of PSNR &MSE for different filters 

 

 
Fig5.  Comparison of filters for speckle noise 

  
Speckle noise PSNR(dB) MSE 

Linear filter 12.45 4676.23 

Median filter 26.63 142.25 

Adaptive filter 28.25 123.57 

Table3. Comparison of PSNR &MSE for different filter 

Poisson noise PSNR(dB) MSE 

Linear filter 18.05 1517.78 

Median filter 30.01 75.30 

Adaptive filter 22.95 418.61 
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Fig 6. Comparision of filters for salt and pepper noise 

 
Salt and pepper noise PSNR(dB) MSE 

Linear filter 18.10 1014.31 

Median filter 34.37 32.37 

Adaptive filter 22.01 412.79 

Table4. Comparision of PSNR &MSE for different filters 

 

Output is image where tumours are segmented and can be clearly distinguished from the other parts of 

the brain and area of the tumour is calculated after the detection of the tumour. After the execution of the fuzzy 
c-means clustering algorithm the output of the GUI with the area of the tumour is given below in figure 7 

 

 
Fig.7 Result window after execution of fuzzy c-means clustering 

The comparison between both k-means and fuzzy c-means clustering algorithm can be seen below in figure 8. 

 

 
Fig 8 Comparison of k-means and fuzzy c-means clustering 

The detection of the tumour can be done by using the brain images which are present in database or by taking 

the real time image by connecting the scanner.  



Image De-noising & Detection of Brain Tumour and Cancer Cells by using Clustering Methods 

www.iosrjournals.org                                                    44 | Page 

The proposed algorithm has been successfully implemented and tested using wide range of images. The 

algorithms are similar when compared to the time taken to segment the tumor. The tumor segmented using K-

means clustering is faster and shows the tumor boundaries more prominently when compared to tumor 
segmented using Fuzzy C-Means clustering. But the area of the tumour can be found by Using Fuzzy C-Means 

clustering algorithm 

 

 

 

 

 

    

 

Table5.Results of the fuzzy C - means clustering . 

 

V. Conclusions 
In this paper associate economical technique for brain tumour has been introduced. Brain tumour 

segmentation takes place when applying the K-means and Fuzzy C means that. The clustering formula was 

tested with  a information of a hundred MRI brain pictures FCM clump achieved concerning ninety fifth result 

compared to different clustering techniques. 

The main technique used was segmentation that relies on thresholding and morphological operators. 

Segmentation algorithms used were k-means and fuzzy c-means that created segmentation method simple. 

Samples of human brains were taken that were scanned by victimisation imaging method so processed through 

segmentation strategies each k-means and fuzzy c-means bunch strategies, so giving economical outcome. when 
the detection of the neoplasm in given imaging image the world of the neoplasm is calculated. planned 

technique is simple to execute with less execution time and so is managed simply. 
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Number of counts Value of the objective function 

Iteration count =1 Obj.fcn = 1692026235 

Iteration count =2 Obj.fcn =  351.085432 

Iteration count =3 Obj.fcn =  164.728394 

Iteration count =4 Obj.fcn =  163.281863 

Iteration count =5 Obj.fcn =  161.629212 

Iteration count =6 Obj.fcn =  161.553174 

Iteration count =7 Obj.fcn =  161.528387 


